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Introduction

» Cooperation between

— Division of Genetic Epidemiology, Innsbruck,
Austria

— Ruder Boskovi¢ Institute (RBI), Zagreb, Croatia

* Project
e Aim: Developing a Bioinformatics Platform for the Cloud
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Motivation: Bioinformatics

* More and more data is produced

* Next-Generation Sequencing (NGS)

— Allows us to sequence the complete human
genome (3.2 billion positions)

— Decreasing Costs = Increasing Data
Production

Bottleneck is no longer the data production in the
laboratory, but the analysis!
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Motivation: Next Generation Sequencing

* NGS Data Characteristics
— Data size in terabyte scale
— Independent text data rows
— Batch processing required for analysis files

» MapReduce
— One possible candidate for batch processing

— scalable approach to manage and process large data
efficiently

“High potential for MapReduce in Genomics”
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MapReduce in Bioinformatics

Manipulation of aligned next-generation sequencing data (supports BAM, SAM, FASTQ,

Hadoop BAM ) e1a 0SEQ, BCF, and VCF)
Hadoop SeqPi Processing NGS data with Apache Pig; Presenting UDFs for frequent tasks; using Hadoop-
MapReduce a"Ie BAM
Ill.:r‘arles for. BioPig Processing NGS data with Apache Pig; Presenting UDFs
Bioinformatics
. MapReduce suite for sequence alignments / manipulation of aligned records; written in
Biodoop
Python
Based on RMAP (seed-and-extend algorithm) Map: Extracting k-mers of reference, non-
CloudBurst . q

DNA - overlapping k-mers of reads (as keys) Reduce: End-to-end alignments of seeds
Align_ment Based on BWA (version 0.5.9) Map: Alignment using BWA (on a previously created internal
algorithms Seal

file format) Reduce: Remove duplicates (optional)
based on

Hadoop Based on Bowtie / SOAPsnp

Crosshow Map: Executing Bowtie on chunks
Reduce: SNP calling using SOAPsnp

MyRNA Pipeline for calculating differential gene expression in RNA; including Bowtie
RNA - Analysis
based on FX RNA-Seq analysis tool
Hadoop
Eoulsan RNA-Seq analysis tool
O iaccop) MapReduce-like framework including a rich set of tools for quality assurance, alignment and
based GATK K i
Approaches variant calling; not based on Hadoop MapReduce
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Problem 1: Complex Analysis Pipelines

» Bioinformatics MapReduce Applications
— available only on a per-tool basis
— cover one aspect of a larger data analysis
pipeline
— Hard to use for scientists without background
in Computer Science

Needed: System which enables building
MapReduce workflows
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Cloudgene; Overview

» Cloudgene
— MapReduce based Workflow System

— assists scientists in executing and monitoring
workflows graphically

— data management (import/export)
— workflow parameter track— reproducibility

» Supports Apache’s Big-Data stack

S. Schénherr, L. Forer, H. WeiRensteiner, F. Kronenberg, G. Specht, and A. Kloss-Brandstatter. Cloudgene: a graphical execution platform
for MapReduce programs on private and public clouds. BMC Bioinformatics, 13(1):200, Jan. 2012.
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Cloudgene: Workflow Composition

» Reuse existing Apache Hadoop programs
* No adaptations in source code needed

» All meta data about tasks and workflows
are defined in one single file
— the manifest file

MapReduce
B = program
» (] cloudburst » 2 CloudBurst.jar
2 cloudgene.yaml
 README.md Manifest File
e for Cloudgene
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Cloudgene: Workflow Composition

» Manifest file defines the workflow

name: CloudBurst
description: Highly Sensitive
Short Read Mapping with MapReduce.
version: 1.1.0
author: Michael Schatz

Submit Job ®

Submit Job

category: Genetics e
cluster: General
image: us-east-1/ani-dagcfob3
type: m1:large,mi.xlarge Job-Name: cloudbuest-20140406-114029
ports: 89,50030, 58070
input Parameters
mapred:

Reference Genome: Browme
jar: Cloudgurst.jar Reads: Broume.
params: Sreference Sreads Soutput

Smin_read_len Smax_read_len Sk i fegeiof fGads (36
sallowdifferences Sfilteralignment max length of reads: 38
240 48 24 24 128 16
mismatches. 3
inputs: Allow Diferences:  rmismatches only v

- id: reference
description: Reference Genome Filtor Algranents:  only repont unambiguous best algnmen: .
type: hdfs-file
makeAbsolute: false

- id: reads
description: Reads
type: hdfs-file T —
makeAbsolute: false e e J

L/
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Cloudgene: Interface

| @ The job was executed successtully. The results can be downioaded here.

poas
Job-1d greyhoundicloudgeneAlign-20131211-143124
Started At ‘Wed Dec 11 2013 14:52:50
Finished At ‘Wed Dec 11 2013 15:16:06
Execution Time 23 min 16 sec
Logs View | Statistics
S s 0o < Download links
to result files
Arguments
swie Gromy o
reference sz ref.tar.gz
iy i ° Used

BWAMEM read batch 8010 Parameters

last chunks combined to batch  faise
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Problem 2: Missing Infrastructure

» Cloudgene requires a functional compatible cluster

— Small/Medium sized research institutes can hardly afford
own clusters

» Possible Solution: Cloud Computing

— Rent computer hardware from different providers (e.g.
AWS, HP)

— Use resources and services on demand

Needed: System which enables delivering
MapReduce clusters in the cloud
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CloudMan: Overview

* Enables launching/managing a analysis

platform on a cloud infrastructure via a web
browser

— Delivers a scalable cluster-in-the-cloud

* Preconfigure a number of applications
— Workflow System: Galaxy
— Batch scheduler: Sun Grid Engine (SGE)

— MapReduce using Hadoop and SGE
integration

Afgan E, Chapman B, Taylor J. CloudMan as a platform for tool, data, and analysis distribution. BMC Bioinformatics
2012;
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Configure the Cluster

€ < C [} 115.146.85.64/cloud# 9 =

Initial Ci Platform

Welcome to CloudMan. This. application wil allow you to manage this duster
piatform and the services provided within. To get Startad, chodse the type of
platform you'd ke to work with and provide the associated value, If any.

@ Galaxy Cluster: Galaxy application, avallabie tooks, reference datasets, SGE
job manager, and a data volume. Specify the initial storage type:

@ Volume - Default (10 G8) J Volume - Custom: G8
Transient Storage

) Share-an-Instance Cluster: derive your cluster form someone else's
cluster. Note that this form field works only for instances that were shared
after July 1, 2013| For instances shared before that date, piense use
and provide the share string there,
fy the provided custer share-sting  (for  example,
©cm-0011923649€927111 7c4f83babB46db0/shared/2013-07-01--21-00):
Cluster share-string
Data Cluster: a persistent data volume and SGE, Specify the initial storage
size (in Gigabytes):

Ga

‘Test Cluster: SGE only. No persistent storage Is created.

tra opti

| Chaose platform type: |
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Manage the Cluster

| Report bugs |

CloudMan from Galaxy

CloudMan Console

Welcome to CloudMan. This application allows you to manage this instance cloud cluster and the services provided
within. Your previous data store has been reconnected. Once the cluster has initialized, use the controls below to
manage services provided by the application.

Terminate cluster Add nodes v Remove nodes v \ Access Galaxy
Status
Cluster name: ghem . J J J .
Disk status:  0/0 (0%) . Autoscaling is off.
Turn on?
Worker Idle: 4 2 5

Service status: Applications @ Data @
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Use the Cluster

send oaa Welcome to Galaxy on the Cloud
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CloudMan-as-a-Platform

CloudMan implements a service dependency
management framework

User-specific Application
platform Infrastructure el execution Applications
environment

» Enables creation of user- specmc cloud platforms

Idea: Implementing Cloudgene as a CloudMan
service
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Cloudgene meets CloudMan

CloudMan @5&@
A cloud manager for

delivering application
execution environments

Cloudgene Galaxy

MapReduce tools | Traditional tools

‘ CloudMan platform

== —
[ ScE ][Hadoop][mndm][ ]|

Cloudgene

A Bioinformatics
MapReduce woridlow s 3 C e 3
OpenNebula OpenNebula

Batch

Cluster jobs

framework
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New Opportunities

* One single data analysis cloud platform
— MapReduce and SGE integrated

— Additionally, more big data computational
models can be supported in future

MapReduce Sparkl Giraph |
MapReduce YARN
Hadoop 1.0 Hadoop 2.0
Cloudgene Cloudgene
CloudMan | | CloudMan
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Conclusion

MapReduce

— simple but effective programming model

— well suited for the Cloud

— still limited to a small number of highly qualified domain experts

* Cloudgene
— as a possible MapReduce Workflow Manager

CloudMan
— as a possible Cloud Manager

Implementing Cloudgene as a CloudMan service

— Enables domain experts to incorporate and make use of
additional big data models
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